March 12,1990                                    					M20-4, PART II


									Change 1








CONTENTS


CHAPTER 12. NETWORK MONITORING AND MANTENANCE





PARAGRAPH	PAGE





12.01    Purpose.........................................................	12-1�12.02    Reference Materials............................................	12-1�12.03    Node Administrator Responsibilities............................	12-1�12.04    Mandatory Operational Procedures for Node Administrators.......	12-1�12.05    WSN (Log File Maintenance......................................	12-3�12.06    WSN Network Control and Monitoring Facility....................	12-4�12.07    Daily Network Connectivity Tests...............................	12-13�12.08    Controlling Communications.....................................	12-14�12.09    OASIS (Nodes and Area Control Centers..........................	12-15





12-i


�
CHAPTER 12.  NETWORK MONITORING AND MAINTENANCE





12.01 PURPOSE





This chapter provides information needed by individuals involved in the installation, management, monitoring and maintenance of the VA OASIS Network and OFFICE software.  This chapter describes the responsibilities of the Node Administrator, Network Coordinator and the Network Administrator.  In addition, it outlines the daily and weekly operational procedures which must be followed to maintain a system as a node on the network.





12.02 REFERENCE MATERIALS





 The following should be maintained for reference purposes:





VA OASIS Network Manual


WSN (Wang Systems Networking) VS Network Configuration Guide


Software Bulletin for Operating System


VS Netcore (Standard Components) Software Bulletin


VS Network Control and Monitoring Guide





12.03	NODE ADMINISTRATOR RESPONSIBILITIES





a.	The Node Administrator is responsible for the management of the local network within the regional office.  This includes performing the mandatory network operational procedures outlined in paragraph 12.04. In addition, the Node Administrator will be responsible for troubleshooting network and Wang OFFICE problems on the local system(s).  See chapter 4 for information on assisting the Node Administrator with problem identification.





b.	 When problems related to networking or OFFICE are encountered that cannot be resolved by the Node Administrator, a VBA (Veterans Benefits Administration) Network Coordinator should be notified immediately for assistance with resolving the problem.  When the Node Administrator and Network Coordinator are unable to resolve a problem, it will be reported to the level of OASIS Network Administrator. (See ch. 1.)





12.04 MANDATORY OPERATIONAL PROCEDURES FOR NODE ADMINISTRATORS





This section summarizes the mandatory file maintenance and operational procedures that are required for proper management of networked Wang OFFICE as specified in the VA OASIS Network Manual.  Steps outlined in this section include VBA OAS (Office Automation Support) Guide references that have detailed instructions.





a.	Mandatory Daily Operational Procedures





(1)	Perform an IPL (Initial Program Load) with the correct  date  and  time;  otherwise,  scheduling,  log  files  and housekeeping purge functions may be adversely affected. (See ch. 12.)





(2)	 Follow the Network Startup and Shutdown procedures.  These procedures include running WSNREORG; it is recommended that the procedures be posted near the CPU (Central Processing Unit). (See ch. 12.)





(3)	Check for OFFICE broadcast messages received from remote systems. (See ch. 1.)





(4)	Use CNSMGR to monitor sessions for successful network operation. (See ch. 12.)





(5)	Complete the VBA daily system backup procedure. (See ch. 9.)





(6)	After running WSNSTART,  check  that  the  background  tasks  necessary  for  network  operations  are  executing.(See ch. 12.)


12-1


�
M20-4, Part II                                                                                      			March 12, 1990 Change 1





(7)	Check the procedure queue for incomplete network background tasks.  Remove the incomplete tasks and find the cause for the incomplete status. (See ch. 12.)





(8)	If conference rooms and/or equipment items have been added to the Directory and are being used for Calendar Scheduling functions, accept invitations for the conference rooms and equipment. (See ch. 10.)





(9)	After WSNSTART has run on the system, complete the network connectivity tests (CONECTST) for TYMNET to the following VA Central Office systems: 101DVB01, 101DVB02 and 101DMT01.  Also run a connectivity test to the Area Control Center.  Sites with 2 systems should verify that the WANGBAND transport is operational by running the program RLOGON and performing a remote logon to the second system. (See ch. 12.)





(10)	Log and report all unresolved Wang OFFICE and/or network problems to the VBA Network Coordinators immediately. (See chs. 10 and 12.)





b.	Mandatory Weekly Operational Procedures





(1)	Run Wang OFFICE housekeeping from the Administrative Functions menu. (See ch. 10.)





(2)	Delete the CNSMGR log files from the previous week. The log files are  named  LYYMMDD  and  are  located  on the system volume in library @LOG@. (See ch. 12.)





(3)	Purge the File Transfer Log. (See ch. 1 1 and app. C.)





(4)	Complete the VBA backup and restore procedures. If possible, run this procedure more than once a week.  Keep weekly backups for at least 2 weeks. (See ch. 9.)





(5)	Run COPY with REORG on @WOINFO@ when no users are logged on the system. (See ch. 10.)





(6)	If the Wang OFFICE Phone Log has been enabled, print and then purge it. (See ch. 10.)





(7)	Log and report all unresolved Wang OFFICE and/or network  problems to a VBA Network  Coordinator.  (See chs. 10 and 12.)





c.	Necessary Precautions. Systems Administrators or Node Administrators and Alternates should not:





(1)	Delete TCBUFFER, LCBUFFER, @ WOINFO@, or SFACT;





(2)	Move ENVLIB;





(3)	Relabel the volumes that contain Wang OFFICE and Network Files;





(4)	Run a CONECTST to all systems on the network. It will not work and may cause the CNS  background  task  to malfunction:





(5)	 Move the DIRECTORY (@DIRECT@) or synchronization (@DIRSYN@) files from their location in @SYSDIR@ library on the non-system volume;





(6)	Store copies of noncurrent configuration (@ CONFIG@) and communication (@ CNSCOM@) files on the fixed volumes.  Although backup copies should be kept, introduction of multiple copies of these files on any system is a source of confusion;





(7) Make changes to the Communication file (@ CNSCOM@) using WSNEDIT.
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(8)	 Upgrade the Operating System, Wang OFFICE, or WSN software without the approval of a VBA Network Coordinator;





(9)	Authorize a Wang representative to perform a reinstallation of existing WSN or OFFICE software without the approval of a VBA Network Coordinator.  Software reinstallations have serious network implications and must be coordinated with the VBA Network Coordinators and OASIS Network Administrator;





(10)	In sites with two systems, exchange the crossover cables connecting the TYMNET mini-engine ports to the RS-232 connections on the Wang 6554 cabinet.  Since the WSN communications file uses the addresses assigned to the TYMNET mini-engine ports, Wang OFFICE mail delivery, Directory synchronization, and other WSN functions could be permanently damaged if traffic cannot be routed to the correct TYMNET system address; and





(11) Change the TCB3 or CIU (Cable Interface Unit) port addresses in the @CONFIG @ file.





12.05	WSN LOG FILE MAINTENANCE





a.	When CNS is started as a background task with the WSNSTART procedure, message files that are accessed by the WSN monitor program are created in the library @LOG@ on volume SI.  Each day, a new log file is created in the library @LOG@ and is identified by the file name format LYYMMDD, where:





L=Log File


YY =Current Year MM= Current Month


DD=Current Day





Since the name of the log file is created using the system date, care should be taken to perform an IPL on the system with the correct date and time of day; failure to do so may cause the daily log records to appear out of sequence and create the illusion of lost records when the WSN monitor program (CNSMGR) is running.





b.	Purging the @ LOG @Library.  Because daily log files will build up in the @ LOG @ library on volume S1, old log files must be deleted on a weekly basis to properly maintain the system volume.  On VBA systems, the five most recent log files will always be maintained in the @LOG@ library for network monitoring purposes.  On a weekly basis, all log files older than 5 days will be deleted.  Press PF5 (Manage Files and Libraries), then PF8 (Scratch).  The following example identifies the daily log files that would be deleted from the @LOG@ library on October 4, 1989:





Before Deletion - Library @ LOG @ on volume S1 contains 12 files





	*     L890923	*L890929


	*     L890924	L890930


	*     L890925	L891001


	*     L890926	L891002


	*     L890927	L891003


	*     L890928	L891004


�*Indicates files to be scratched.





After Deletion - Library @ LOG @ on volume S1 contains 5 files��	L890930�	L891001�	L891002�	L891003�	L891004
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NOTE: In this example, the five most current log files (L890930-L891004) remain in the library @LOG@ and remain accessible for network control functions.





c.	When the WSNHALT procedure is run the @LOG@ library will be automatically purged.





12.06 WSN NETWORK CONTROL AND MONITORING FACILITY





The CNSMGR (Wang Systems Networking Manager) utility provides Node Administrators with information concerning network communications.  The CNSMGR utility allows these users to monitor local network activity and execute certain diagnostic and performance tests relating to traffic flow.  The functions and operational control facilities provided by the CNSMGR facility are described in detail in the WSN VS Network Control and Monitoring Guide.  The diagnostic functions described in this section (CONECTST and PATH TRACE) are presented to help familiarize System Administrators with two of the most frequently used network diagnostic tools.





a.	CONECTST.  The CONECTST diagnostic is used to determine line connectivity with remote systems.  The following steps are used to perform the CNSMGR CONECTST diagnostic function.





No Alerts	Wang Laboratories, Inc.	15 Aug


	Distributed Management Facility	09:39





- CNS Manager Summary Status  -	(c ) Copr. Wang 1988





Manager Status:	ACTIVE	CNS Status:  	ACTIVE


Manager Rev:	01.00.01	CNS Rev:	04.01.04


Manager Started:	08/15/89 at 9:39	CNS Started:	08/15/89 at 04:01


System:	105DVB01	      by User:	RF





Message Summary	Totals		Maximum	Current





Received:	926	CNS Buffers:	 26	18


Sent:	946	Applications:	249	 4


Passed Through:	123	Sessions:	256	 0





Number of Areas:  29     Number of Systems:  137


Number of Transports:  1





Press (ENTER) to update status or (17) for Event Inquiry





(2)  Stop CNS	(6)  Systems/Routes	(10)  Diagnostics		(16) Exit


(5)  Transports	(7)  Apps/Sessions	(11)  Update 060 secs





Figure 12-1.  CNS  Manager  Main  Menu





(1) Run CNSMGR.  The CNS Manager  Main  Menu,  Figure  12-1  is  displayed.
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No Alerts	Wang Laboratories, Inc.	15 Aug


	Distributed Management Facility	09:41





- CNS Manager Diagnostics


CNS Diagnostics Menu





Manager Status:	ACTIVE	CNS Status:  	ACTIVE


Manager Rev:	01.00.01	CNS Rev:	04.01.04


		System:	105DVB01





Press the appropriate PFkey to select the desired test:





	(1)  Throughput Test


	(2)  Propagation Delay Test


	(3)  Synchronous Send/Receive Test


	(4)  Connect Test


	(5)  Path Test


	(6)  CNS Trace





Press (ENTER) to update status or (17) for Event Inquiry





	(16) Return


	(11)  Update 060 secs	(32) Menu





Figure 12-2.  CNSMGR Diagnostics Screen





(2)  Press PF10 (Diagnostics) to display the CNSMGR Diagnostics Screen, Figure 12-2.





(3)  Press PF4 to display options for the CNS Connectivity Test Program Parameters, Figure 12-3:





-------------------------------------------------------------------------------------------------------------------------------


( c) Copr. Wang 1985	CNS Connectivity Test	Version     1.04.06





enter program parameters (PARMS)





Enter file specification to use a previously defined file:





RUNFILE  =  ********	RUNLIB  =  ********	RUNVOL  =  *******





Enter file specifications for log file:





LOGFILE  =  CONECTST	LOGLIB  =  #J75PRT*	LOGVOL  =  S1





Then choose function:





RETURN  Run from above-named file	PF-2  Select from above-named file





PF-3  Run for all systems on network	PF-4  Select from systems on network





PF-5  Run for all systems in area	PF-6  Select from systems in area





PF-16  Exit CONECTST


-------------------------------------------------  status area  -----------------------------------------------------





Figure 12-3.  CNS Connectivity Test Program Parameters
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( c) Copr. Wang 1985                              CNS Connectivity Test                                     Version  1.04.06





Choose systems to test (SYSTEMS)





Select from systems in network





Mark desired systems with an ‘X’, and press RETURN to test.





*  101ADM01�
*  101ADM02�
*  101DMS01�
*  101DMS02�
�
*  101DMS03�
*  101DMT01�
*  101DMT02�
*  101DMT03�
�
*X101DVB01�
*X101DVB02�
*  101GNC01�
*  101OBF01�
�
*  101OBF02�
*  103PPE01�
*  104BVA01�
*  104BVA02�
�
*  105DMS01�
*  200DMT01�
*  201DMT01�
*  203DMT01�
�
*  301DVB01�
*  304DVB01�
*  306DVB01�
*  306DVB02�
�
*  307DVB01�
*  308DVB01�
*  309DVB01�
*X310DVB01�
�
*X310DVB02�
*  311DVB01�
*  313DVB01�
*  314DVB01�
�
*  315DVB01�
*  316DVB01�
*  317DVB01�
*  317DVB02�
�
*  318DVB01�
*  319DVB01�
*  320DVB01�
*  321DVB01�
�
�
�
�
�
�



	PF-4	Previous screen	PF-8	Find system


PF-3	Last	PF-5	Next screen	PF-16	End CONECTST





status area





Figure 12-4.  CNS Connectivity Choose Systems to Test








(4)	Generally, CONECTST is performed to determine the local system's connectivity to one or multiple systems in the network.  To choose specific systems to be included in the connectivity test, press PF4 (Select From System On Network).  The CNS Connectivity Choose Systems to Test Screen (fig. 12-4) is displayed.  The systems to be included in the CONECTST are selected by placing an "X" before the system ID.  PF4 (Previous Screen), PF5 (Next Screen), and PF8 (Find System) can be used to locate additional network systems for the CONECTST.  In figure 12-4, four systems (101DVB01, 101DVB02,31ODVB01 and 310DVB02) were selected for the CONECTST.





(c )  Copr. Wang 1985                       CNS Connectivity Test                           Version 1.04.06





Top:  1                                           CONECTST results (RESULTS)


 System	AID	SID	Status	Duration


101DVB01	206	 11	System successfully contacted	 0:00:07


101DVB02	206	 12	System successfully contacted	00:00:03


310DVB01	204	  4	System successfully contacted	00:00:25


310DVB02	204	  5	Failure - Remote system not reachable	00:00:30





	PF-16 End CONECTST





Figure 12-5.  CONECTST Results Screen
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(5)	Once the systems have been selected and RETURN is pressed, the CONECTST will begin.  The results of the CONECTST will be displayed on the CONECTST Results Screen, Figure 12-5.








( c) Copr. Wang 1985                              CNS Connectivity Test                              Version 1.04.06





CONECTST statistics (STATS)





Number of connections attempted:	4





Number of attempts successful:	3





Choose action:





PF-1  	Restart CONECTST (Selections will not be saved).





PF-5	Create a run file from your selections and exit CONECTST.





PF-16	Exit CONECTST   (Selections will not be saved).





Figure 12-6.  CONECTST Statistics Screen





(6)	When PF16 is used to exit, the CONECTST Statistics Screen, Figure 12-6 win be displayed:





(7)	Exit the CONECTST diagnostic function with PF16.





b.	PATH TRACE.  The PATH TRACE diagnostic is used to map the network path from the local system to a user specified remote system.  The following steps are used to perform the CNSMGR Path Trace diagnostic function.





(1)	Run CNSMGR.





(2)	The CNS Manager Main Menu, Figure 12-1 will be displayed. Press PF10 (Diagnostics).





(3)	When the CNS MGR Diagnostics Screen, Figure 12-2 is displayed, press PF5 (Path Trace).





(4)	The CNSMGR Path Trace/Destination System Screen, Figure 12-7 is displayed.  PF4 (Previous), PF5 (Next), and PF8 (Find System) can be used to locate the destination (remote) system to which the path trace is being performed.  When the destination system is displayed, position the cursor next to the System ID and press PF7 (Sbmt Path Trace) to begin the path trace diagnostics from the local system to the destination system.





(5)	In the following example a path trace was submitted to destination system 310DVB01.  Once PF7 (Sbmt Path Trace) is pressed, the  "  status" field will be updated to "Pending" to indicate that the Path Trace Diagnostic has been started (fig. 12-8).
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No Alerts	Wang Laboratories, Inc.	15 Aug


	Distributed Management Facility	09:48





- CNS Manager Diagnostics -


Path Trace





Manager Status:	ACTIVE	CNS Status:  ACTIVE


Manager Rev:	01.00.01	CNS Rev:	04.01.04


Number of Systems:	137	System:	105DVB01





Position the cursor to select destination system:





		Area	System	System	          Path Trace


	Destination System	   Id 	    Id	  Type	Status	Performed





*	310DVB01	204	4	VS	Initial


*	310DVB02	204	5	VS	Initial


*	310DVB03	204	8	VS	Initial


*	311DVB01	205	1	VS	Initial


*	313DVB01	206	20	VS	Initial





Press (ENTER) to update status or (17) for Event Inquiry





(2)  First	(4)  Prev	(7)  Sbmt path trace	(10)  View results	(16)  Return


(3)  Last	(5)  Next	(8)  Find system	(11)  Update 060 secs	(32)  Menu





Figure 12-7.  Path Trace/Destination System Screen
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No Alerts	Wang Laboratories, Inc.	15 Aug


	Distributed Management Facility	09:48





- CNS Manager Diagnostics -


Path Trace





Manager Status:	ACTIVE	CNS Status:  ACTIVE


Manager Rev:	01.00.01	CNS Rev:	04.01.04


Number of Systems:	137	System:	105DVB01





Position the cursor to select destination system:





		Area	System	System	          Path Trace


	Destination System	   Id 	    Id	  Type	Status	Performed





*	310DVB01	204	4	VS	Pending	08/15 at 9:45


*	310DVB02	204	5	VS	Initial


*	310DVB03	204	8	VS	Initial


*	311DVB01	205	1	VS	Initial


*	313DVB01	206	20	VS	Initial





Press (ENTER) to update status or (17) for Event Inquiry





(2)  First	(4)  Prev	(7)  Sbmt path trace	(10)  View results	(16)  Return


(3)  Last	(5)  Next	(8)  Find system	(11)  Update 060 secs	(32)  Menu





Figure 12-8.  Pending Path Trace for Destination System 310DVBOl
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No Alerts	Wang Laboratories, Inc.	15 Aug


	Distributed Management Facility	09:48





- CNS Manager Diagnostics -


Path Trace





Manager Status:	ACTIVE	CNS Status:  ACTIVE


Manager Rev:	01.00.01	CNS Rev:	04.01.04


Number of Systems:	137	System:	105DVB01





Position the cursor to select destination system:





		Area	System	System	          Path Trace


	Destination System	   Id 	    Id	  Type	Status	Performed





*	310DVB01	204	4	VS	Completed	08/15 at 9:46


*	310DVB02	204	5	VS	Initial


*	310DVB03	204	8	VS	Initial


*	311DVB01	205	1	VS	Initial


*	313DVB01	206	20	VS	Initial





Press (ENTER) to update status or (17) for Event Inquiry





(2)  First	(4)  Prev	(7)  Sbmt path trace	(10)  View results	(16)  Return


(3)  Last	(5)  Next	(8)  Find system	(11)  Update 060 secs	(32)  Menu





Figure 12-9.  Completed Path Trace for Destination System 310DVB01








(6)	As soon as the path trace has been completed, the "Status" field will change to "Completed" (fig. 12-9) and the results of the Path Trace (fig. 12-10) can then be viewed by positioning the cursor next to the system ID and pressing PF10.  Path trace status and reject codes are discussed in detail in chapter 6 and appendix A of the VS Network Core (Standard Components) Software Bulletin.
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No Alerts	Wang Laboratories, Inc.	15 Aug


	Distributed Management Facility	09:49





- CNS Manager Diagnostics -


Path Trace





Manager Status:	ACTIVE	CNS Status:  ACTIVE


Manager Rev:	01.00.01	CNS Rev:	04.01.04


Performed By:	RF	System:	105DVB01


Number of Systems:	08/15 at 09:48	Destination:	310DVB01





Position cursor on desired results and press (10) for more detail:





	Send From System	To System 	Using Transport	Status	Rejected By





*105DVB01	310DVB01	TYMNET	Success


*310DVB01	101DVB02	TYMNET	Success


*101DVB02	105DVB01	TYMNET	Success





Press (ENTER) to update status or (17) for Event Inquiry





	(10)  Detailed results	(16)  Return


	(11)  Update 060 secs	(32)  Menu





Figure 12-10. Path Trace Results for Destination System 310DVB0l





  (7) Detailed path trace results can then be viewed by pressing PF10.  The screen for detailed results is shown in fig. (12-11).
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No Alerts	Wang Laboratories, Inc.	15 Aug


	Distributed Management Facility	09:50





- CNS Manager Diagnostics -


Detailed Path Trace Results





Manager Status:	ACTIVE	CNS Status:  ACTIVE


Manager Rev:	01.00.01	CNS Rev:	04.01.04


Performed By:	RF	System:	105DVB01


Number of Systems:	08/15 at 09:48	Destination:	310DVB01





From System Name:	105DVB01	To System Name:  310DVB01


From Area/Sys Id:	0206/0022	To Area/Sys Id:	0204/0004


From CNS Version:	04.01.04	To CNS Version:  	04.01.04


Transport Used:	TYMNET	Total Cost:	1


Elasped Time:	00:10:43 (MM:SS:HS)	Priority:	0


Reason:	





Press (ENTER) to update status or (17) for Event Inquiry





		(16)  Return


	(11)  Update 060 secs	(32)  Menu





Figure 12-11.  Detailed Path Trace Results for Destination System 310DVBOl








(8)		PF16 is used to  exit  from  the  WSNMON  Path  Trace  Diagnostic  Function.





12.07	DAILY NETWORK CONNECTIVITY TESTS





a.		CONECTST to VACO Systems





(1)	 Following an IPL and WSNSTART, the Node Administrator should use the CNSMGR program to complete a CONECTST to the following VA Central Office systems to ensure proper WSN functionality on the TYMNET transport:





101DVB01


101DVB02


101DMT01





(2)	If an unsuccessful CONECTST is received for all three of these systems, the Node Administrator will advise the Node Coordinator who will be responsible for identifying and resolving the problem.  Once a CONECTST has been executed for these systems, a permanent "Run File" can be saved and used by the Node Administrator for running the CONECTST each day.  The PF5 (Create a new run file from your selections and exit CONECTST) option will appear on the CONNECTST Statistics Screen, Figure 12-6 and can be used to create and save a "Run File." When PF5 is pressed, a screen appears that asks the user to specify the name of the "Run File." The naming convention File = VA Central Office in Library = CONECTST on Volume = SI or S2 is recommended.  CONECTST will automatically create the file when the ENTER key is pressed.  When CONECTST is selected from the CNSMGR Diagnostics Screen, (Figure 12-2), the name of the "Run File" can be specified in the RUNFILE, RUNLIB, and RUNVOL fields on the CNS Connectivity Test Program Parameters (Figure 12-3).  When ENTER is pressed, a CONECTST will be automatically performed to the systems saved in this file.
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b.	Area Control Centers.  VBA Area Control Centers are identified in paragraph 12.09. Area Control Centers are responsible for the delivery of all mail items sent from outside areas to systems within their area.  In addition, Area Control Centers control the synchronization of Directory records from systems within their area to the Network Control Center (System 101DMT01).  It is strongly recommended that Node Administrators at Area Control Centers also perform and create a separate CONECTST "Run File" for the systems within their area to test network connectivity to these systems.  The VBA Network Coordinators provide assistance in developing the "Run File" for the systems in the user's Area and in resolving any problems associated with CONECTST failures.  The recommended naming convention for this "Run File" is AREA in library CONECTST on volume Si.





c.	Non Area Control Centers (End Nodes).  "End" Node Administrators should perform a daily CONECTST to their Area Control Center (see par. 12.09). Again, a CONECTST "Run File" can be created for this CONECTST following the instructions in subparagraph a above.  The recommended file naming convention for this file is NODE in library CONECTST on volume SI.  If the CONECTST to the Area Control Center is unsuccessful, the "end" Node Administrator should contact the Node Administrator at the Area Control Center to determine the reason prior to reporting the problem to the VBA Network Coordinator.





d.	Sites with Two Systems.  Following an IPL, Node Administrators in sites with two systems should test Wangband transport connectivity between the systems by running the program RLOGON and remotely logging on from the "O1" system to the "02" system.  For example, in the Chicago regional office, this would be completed by running the RLOGON program on system 328DVB01 and remotely logging on to system 328DVB02.





12.08 CONTROLLING COMMUNICATIONS





The Control functions described in this section are accessed from the OPERATOR CONSOLE.  To access the Control Communications screen, press PF12 from the VS Operator Console menu.  A detailed description of these control functions is provided in WSN VS Network Control and Monitoring Guide, Chapter 9.





NOTE: VS users with access to the Command Processor can access the same information by pressing PF8 (Manage Communications); however, these users are not provided with the control functions described below.





a.	PF3 (Communications Access).  This allows communications control between one system and all other systems in the network.





(1)	 PF2 (Allow Communications).  Allows remote systems access to the system through Remote Logon or File Transfer sessions.





(2)	PF3 (Inhibit Communications).  Inhibits any new sessions with the systems.  This does not affect users with active sessions.





(3)	PF4 (Inhibit Communications Immediately). Inhibits any new sessions and stops all current sessions.





b.	 PF4 (Communications Links).  This controls communications on a specific link (TYMNET or WANGBAND).  The screen displays a list of links on the system and the names of the systems on each link.  TAB to the specific link, press PF6 which displays the same PF Keys discussed in previous section.





c.	PF5 (Communications Systems)





(1)	This controls a specific service for the remote system that is selected. The services supported include file  and document transfers and inbound  logons.  The following is displayed on the Control Communications Systems  screen.





(a)	SYSTEM. Lists the systems to which users can communicate.





(b)	LINK. The link through which the user can access the particular system.
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(1)	This controls a specific service for the remote system that is selected. The services supported include file  and document transfers and inbound  logons.  The following is displayed on the Control Communications Systems  screen.





(a)	SYSTEM. Lists the systems to which users can communicate.





(b)	LINK. The link through which the user can access the particular system.





(c)	SERVICE. Lists the services associated with each system.





(d)	STATUS. Displays current status either active, inactive, or inhibited.





(2)	From the Control Communications screen, position the cursor at a specific service on the chosen system and press PF6.  The service chosen determines what screen will be displayed.  As discussed above, the same levels of communications control (inhibit and allow) are accessible.





(3)	From the Control Communications screen press PF11 (Session Information).  This lists all active sessions associated with the selected remote system.  PF6 (Control Session) allows the user to disconnect remote workstations and logoff remote users.





12.09	OASIS NODES AND AREA CONTROL CENTERS





a.	Upon request the OASIS staff can provide a word processing document that contains all the nodes in the OASIS Network.





b.	A list of all the systems and areas that are in the local system's active communications file can be viewed on a workstation.  To view these systems:





(1)	 Run WSNEDIT and select PF2 (Manage Areas-Network View), to view the areas listed in the current communications file.





(2)	 Run WSNEDIT and select PF3 (Manage Systems-Network View), to view all systems in the current communications file.
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